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Abstract

This chapter explores the pursuit of Collective Superintelligence using a novel 
technology called Conversational Swarm Intelligence (CSI) that enables real-time 
conversational deliberations among human groups of potentially unlimited size. 
Traditional methods for capturing the Collective Intelligence (CI) of large groups 
use data aggregation techniques that are useful for narrow tasks such as numeri-
cal estimations and forecasting, but struggle to address the complex, open-ended 
problems faced by real-world organizations. CSI has overcome these limitations by 
adopting a dynamic systems approach inspired by the remarkable decision-making 
abilities of bee swarms, bird flocks, and fish schools. By leveraging the principles of 
Swarm Intelligence in combination with the power of Generative AI, CSI enables real-
time conversational deliberations among networked human groups of potentially any 
size, empowering large teams to discuss issues, brainstorm ideas, debate alternatives, 
share knowledge, assess risks, and quickly converge on solutions with significantly 
amplified collective intelligence. This unlocks a new massively scalable framework 
for communication and collaboration. It also has the potential to enable large hybrid 
groups of human experts and AI agents to deliberate together in real-time and solve 
problems at collective intelligence levels that exceed all individual participants, both 
human and AI.

Keywords: collective superintelligence, swarm intelligence, conversational 
deliberation, conversational collective intelligence, generative AI, AI agents

1. �Introduction

1.1 Why collective superintelligence (CS)?

The average Fortune 1000 company has over 30,000 employees and has large 
functional teams with many hundreds of members. Equally large teams exist in 
government, civil, scientific and defense organizations. And while many companies 
say that their most valuable asset is the intelligence and creativity of their teams, no 
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technology exists to enable large teams to hold real-time conversations that allow 
them to leverage their collective knowledge, expertise, insight, sensibility and 
wisdom in optimized ways.

As will be described below, enabling productive real-time conversational delibera-
tions among groups of potentially unlimited size could enable large organizations to 
efficiently solve complex problems with intelligence, insight, situational awareness, 
and creativity that significantly exceeds the abilities of all individual members.

In addition, many believe that AI agents will soon play a critical role in the global 
workforce, bringing their unique informational and analytical strengths to large 
teams. It is therefore important to consider not just enabling large human groups to 
hold thoughtful real-time deliberations but to also include AI agents within these 
deliberations at scale. In fact, research suggests we may be able to enable very large 
groups of human stakeholders and AI agents to amplify their collective intelligence to 
levels that significantly exceed all individual participants, both human and AI.

This goal is called Collective Superintelligence (CS) and this paper describes a 
recent technology called Conversational Swarm Intelligence (CSI) that has made 
significant progress in this direction. It merges the biological principle of Swarm 
Intelligence with the flexibility and power of Generative AI to enable productive 
conversational deliberations by text, voice, or video at potentially unlimited scale, 
and has been shown to significantly amplify the collective intelligence of collabo-
rating teams [1].

1.2 Why scale conversational deliberation?

Collective Intelligence (CI) is the well-known principle that when large human 
groups combine their knowledge, expertise, and insights, they can outperform the 
median participant on a range of useful tasks [2]. This “amplification effect” has been 
shown to scale with group size, especially when members have diverse knowledge, 
expertise, perspectives, or situational awareness [3, 4].

The concept was famously discovered by Sir Francis Galton in 1906 when he 
asked 800 farmers to estimate the weight of an ox and found the median value was 
surprisingly accurate. That was over a century ago and yet today, most CI methods 
for large groups still aggregate data collected from individuals. While aggregating 
human insights is useful if you have 800 farmers and an ox whose weight you need 
to estimate, most organizations need to solve significantly more complex and open-
ended problems, usually with interrelated tradeoffs, risk factors, contingencies and 
alternatives.

In real organizations, Conversational Deliberation (CD) is the fundamental 
method by which teams interactively share perspectives, brainstorm ideas, debate 
alternatives, assess risks, prioritize options, and converge on solutions that leverage 
their combined knowledge, wisdom, expertise, and situational awareness [5]. It has 
therefore been a longstanding goal of researchers to combine the deliberative benefits 
of real-time conversation with the collective intelligence benefits of very large groups.

Unfortunately, authentic real-time conversations do not scale. Research into con-
versational dynamics suggests that the ideal size for a thoughtful deliberation is only 
about 4–7 people [6, 7]. At this scale, each individual has a good amount of airtime to 
express their views and low wait-time to respond to others. But as group size grows, 
airtime decreases, wait-time increases, and conversational dynamics rapidly degrade. 
By 10–12 people, it ceases to be an interactive discussion, devolving into a series of 
monologs, and above 15–20 people, it becomes a one-to-many presentation [8, 9].
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This has made it impossible to leverage the collective intelligence of large groups 
through natural deliberative conversations. Instead, the primary methods for har-
nessing the collective intelligence of large groups have involved capturing data from 
individual members through polls, surveys, or prediction markets and statistically 
aggregating to produce a combined result [2]. Such aggregation techniques are gener-
ally referred to as Wisdom of Crowds (WoC) and have been shown to outperform 
the median participant in certain tasks. That said, most CI methods have significant 
limitations:

i.	Because traditional CI methods aggregate data instead of enabling true delibera-
tions, they generally have narrow use-cases such as numeric estimation, proba-
bilistic forecasting, and multiple-choice selection. In real-world organizations, 
complex problems often require open-ended brainstorming and debate among 
stakeholders to find solutions [10].

ii.	Because traditional CI systems aggregate preference data, they often fail to reveal 
the underlying reasons why the group favors or rejects the various options under 
consideration. Often, the reasons why contain the most useful insights, especially 
when surfaced through deliberation.

iii.	Because traditional CI systems aggregate data, they generally converge on the 
most popular perspective within a group. This often fails when the “conventional 
wisdom” is flawed [11]. This problem is common in close-knit teams that develop 
organizational conventional wisdom.

iv.	Many CI methods use sequential upvoting methods in online forums or sequen-
tial “trades” in online prediction markets. Both methods are highly susceptible to 
social influence bias (i.e. herding or snowballing) in which prior upvotes or trades 
significantly influence future upvotes or trades. This amplifies noise [12, 13] and 
causes momentum distortions (i.e. bubbles) that dampen intelligence [14].

v.	The goal of CI should not be to beat the median participant, but to outperform all 
participants. This is rarely achieved by WoC methods that converge on the most 
popular solution, not the best solution [15].

vi.	The future of CI will likely include humans and AI agents [16]. Without group 
deliberations among large human and AI teams, there is no path for human 
sensibilities to organically guide hybrid solutions [15].

Overall, aggregation-based CI methods have useful applications but generally do 
not support the complex, open-ended problems faced by real organizations. As will 
be described in the next section, CSI aims to address these barriers by combining 
the intelligence amplification of large groups with the deliberative power of natural 
real-time conversations [17, 18]. In addition, CSI supports deliberations among large 
“hybrid groups” of humans and AI agents, further expanding the effectiveness of 
conversation-based collective intelligence [16–18]. Together, these benefits suggest 
that CSI may be a viable pathway for enabling human groups and AI agents to collabo-
rate on complex real-world challenges and collectively exceed the intelligence levels 
and problem-solving abilities of all members, both human and AI. This objective is 
called Collective Superintelligence [16].
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2. �From biological swarms to conversational swarms

Before reviewing the methods of Conversational Swarm Intelligence (CSI), it is 
useful to cover the biological principle of Swarm Intelligence (SI) that inspired the 
methods and describe a predecessor technology for leveraging SI among large net-
worked human groups, Artificial Swarm Intelligence (ASI).

2.1 Swarm intelligence (SI)

For over a century, scientists have observed that natural species can amplify their 
group intelligence by forming real-time systems among members. This phenomenon 
is commonly referred to as Swarm Intelligence (SI) and it enables a wide range of 
social organisms, from schooling fish and swarming bees to flocking birds, to solve 
problems together that are beyond the intellectual capacity of the individual members 
[19]. These natural systems do not aggregate data like many large human groups but 
instead form real-time systems in which members “deliberate” by interactively pulling 
for various alternatives until the group finds a solution that maximizes their collective 
support.

Honeybees, for example, can collectively solve complex problems such as choosing 
the optimal location for a new home site from among many candidate sites. They do 
this by vibrating their bodies in support of various options until the group converges on 
the solution that maximizes their collective support [20]. This vibration-based deliber-
ation among bees is called a “waggle dance” (because it looks like the bees are dancing) 
and has been shown to engender an optimized decision-making process that greatly 
exceeds the mental capacity of the individual bees that comprise the system [21].

Even more surprising, the deliberative systems formed by honeybees follow a 
similar decision-making process to neurological brains [22]. Both brains and swarms 
contain large numbers of excitable processing units (i.e., neurons and bees) that work in 
parallel to (a) integrate noisy data, (b) weigh competing alternatives and (c) converge 
on preferred solutions. In both brains and swarms, outcomes emerge through real-
time competition among sub-groups of excitable units. When one sub-group exceeds 
a threshold level of support, a decision emerges [23, 24].

The similarities between the role of neurons in brains and the role of members in 
swarms inspired early researchers to refer to Swarm Intelligence as a “brain of brains” 
and to explore swarm-based models as a path to Collective Superintelligence [25]. 
This led to Artificial Swarm Intelligence (ASI) in 2014, which was the first swarm-
based technology for amplifying collective intelligence [22].

2.2 Artificial swarm intelligence (ASI)

Artificial Swarm Intelligence (ASI) was developed in 2014 to enable networked 
human groups of potentially any size to deliberate as real-time systems modeled 
on the dynamics of bee swarms [25]. The first studies of ASI were conducted using 
an online platform called UNU that provided each user with a graphical magnet to 
vary the direction and magnitude of their sentiments during real-time deliberations. 
Intelligent algorithms monitor the motion of each participant’s magnet in real-time 
and uses the dynamics to infer relative conviction within the group. As participants 
adjust their magnets in response to each other, swarming algorithms update the 
speed and direction of a collectively controlled puck until the group targets a selected 
outcome together [26].
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Using UNU and successor platforms like SWARM, researchers have studied 
ASI extensively over the last decade for a wide range of applications ranging from 
group decision-making and financial forecasting to medical diagnosis. For example, 
researchers at Oxford University and Unanimous AI published a study in 2017 show-
ing that groups of financial traders, when deliberating as real-time swarms, could 
amplify their forecasting accuracy by 36% (p < 0.001) [26].

Similarly, researchers at Stanford and Unanimous AI published an NSF-funded 
study showing that small groups of doctors could diagnose chest x-rays as real-time 
swarms and reduced their diagnostic errors by 33% compared to traditional methods 
[27, 28]. Studies at California Polytechnic showed “swarming” groups could signifi-
cantly increase their “social sensitivity” and “social perceptiveness” in subjective 
judgment tasks [29, 30]. Other studies show significant benefits when groups use 
ASI to prioritize goals, forecast events, and find socially optimal solutions to ethical 
challenges or political charged issues [31–33].

Overall, enabling human groups to deliberate as real-time swarms has many 
advantages over aggregation-based CI methods. That said, ASI also has limita-
tions. For example, graphical swarms have proven most effective for narrow tasks 
such as numerical estimations, probabilistic forecasting, multiple-choice selec-
tion and itemized prioritization. The desire to expand beyond this narrow range 
of uses has motivated ASI researchers to explore new methods that combine the 
interactive benefits of swarming with the open-ended flexibility of conversational 
deliberation.

2.3 Conversational swarm intelligence (CSI)

It has been a longstanding goal in the field of collective intelligence to combine the 
deliberative power of natural real-time conversation with the intelligence amplification 
of very large human groups. As described in Section 1.2 above, real-time conversa-
tions are inherently unscalable because each member’s airtime drops and wait-time 
increases with each additional participant. A technological solution was therefore 
required.

In 2023, researchers published the first studies showing that productive real-time 
conversations among networked human groups could be conducted at potentially 
unlimited scales and that scaling-up deliberations can significantly amplify collec-
tive intelligence [1, 17, 18]. The resulting technology is called Conversational Swarm 
Intelligence (CSI). It leverages prior learnings from research into ASI technology 
(based on the dynamics of bee swarms) and expands the conceptual models using the 
dynamics of fish schools [1, 10, 34].

As background, fish schools are often called “Super Organisms” because they 
can quickly make critical decisions despite each member having incomplete infor-
mation and most members having limited situational awareness. To illustrate this, 
Figure 1 below shows a large school facing a theoretical life-or-death situation in 
which three predators approach from three directions. As portrayed, no individual 
has sufficient information or wide enough situational awareness to find an optimal 
solution.

In fact, most members have no direct awareness of any threats, and only three 
subsets of members (circled below) are aware of a single threat. This is analogous 
to human organizations that often face complex real-world problems in which 
subgroups have limited information, specialized expertise, and narrow situational 
awareness.
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2.3.1 So how do fish schools solve this?

Schooling fish evolved the ability to “deliberate” among small groups of nearby 
fish using a specialized organ called a lateral line. This organ detects pressure and 
vibration changes in the water around them to monitor the directional intentions of 
their neighbors. Because each small group of neighbors overlaps other small groups of 
neighbors, the local deliberations can rapidly propagate information throughout the 
full population as shown in Figure 2. This allows thousands of fish to quickly deliber-
ate in unison and converge on optimized decisions [35].

2.3.2 Can humans form a swarm intelligence conversationally?

Inspired by fish schools, Conversational Swarm Intelligence works by divid-
ing large, networked groups into overlapping subgroups, each containing about 
4–7 members (an ideal size for real-time conversations). Of course, people do not 

Figure 1. 
A large fish school faces a complex life-or-death problem.

Figure 2. 
A collective solution quickly propagates through the fish school.
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possess the fish-like ability to deliberate in overlapping subgroups. In fact, we are 
unable to focus on multiple conversations at once. This is called the “cocktail party 
problem” because at cocktail parties many small groups form in close proximity. If 
you are engaged in a small group conversation at a party and shift your attention to 
the discussion within a neighboring group, you are likely to struggle to follow either 
conversation [36].

To address this, CSI uses Large Language Models (LLMs) to deploy an innovative 
AI agent called a “Conversational Surrogate” [1, 10, 16–18, 37, 38]. After CSI divides a 
large human group into a set of small subgroups, it automatically inserts a Surrogate 
Agent into each one. This agent is designed to: (a) observe the local deliberation in 
its subgroup, (b) distill key insights in real time, and (c) pass those insights to other 
subgroups where that group’s local Surrogate Agent will express the insights to its 
members as natural dialog. This weaves all subgroups together into a single unified 
conversation (of potentially any size) in which the full population can discuss issues, 
brainstorm ideas, evaluate options, and efficiently converge on collective solutions.

Figure 3 below shows an example CSI architecture in which a 100-person group is 
divided into 14 parallel subgroups, each subgroup having seven or eight human mem-
bers and one AI agent. This creates a single large conversation in which ideas, insights, 
assessments, and rationales rapidly propagate until the group converges on one or 
more solutions that maximize the population’s collective confidence or conviction.

It is important to note that Surrogate Agents do not bring outside information 
into the conversation. Instead, they only pass information between local groups by 
representing the knowledge, views, or insights of one or more human participants. In 
addition, the Surrogate Agents are designed to modulate the wording and emphasis 
of their language to convey the strength of local sentiments as they propagate content 
across groups.

Also, unlike fish schools, for which groups overlap by virtue of proximity, CSI is 
often configured to enable all subgroups to overlap simultaneously. This takes nature’s 
basic concept of a “swarm” and turns it into a “hyperswarm” that is significantly more 
efficient than the biology that inspired it [39, 40]. Thus, CSI enables very large groups 
to hold real-time conversations that quickly leverage their collective knowledge, 
wisdom, insights, and expertise, and can rapidly converge on optimized solutions.

Figure 3. 
CSI enables large, networked human groups to hold real-time conversations using LLM-powered Surrogate 
Agents that enable all of the groups to overlap in real-time.
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In addition, CSI has inherent benefits that amplify collective intelligence by 
diffusing the influence of loudmouth bias, authority bias, and first-talker bias, which 
can significantly distort traditional deliberations. For example, because CSI divides a 
large group into overlapping subgroups, a single strong personality or authority figure 
(i.e., a loudmouth) can only have an oversized impact within their local subgroup. For 
an idea, insight, or perspective expressed by a loudmouth to propagate, it must stand 
on its own deliberative merits when expressed in other subgroups by a Surrogate 
Agent.

Similarly, the first ideas expressed during a group conversation (large or small) 
can have an oversized impact on the direction of the deliberation and the ideas that 
surface. CSI solves this. For example, Figure 3 above shows a CSI structure with 
14 parallel conversations. This means 14 different “first ideas” will be expressed in 
real-time, each of which must not only gain support within its local group, but it must 
also compete with the ideas emerging from other groups to propagate throughout the 
swarm.

Thus, CSI not only allows conversations to scale, it drives smarter outcomes by 
enabling many ideas to surface and percolate in parallel, with the most compelling 
insights spreading fastest, while the weakest points gradually fade away.

2.4 Validation studies of CSI

A number of studies have been performed to assess the ability of CSI systems to 
enable effective real-time conversations among large, networked groups, and to sig-
nificantly amplify collective intelligence. These studies use an online cloud-based CSI 
platform called Thinkscape® that is accessible to users through standard web-brows-
ers, requires no training for participants, and enables real-time conversations among 
up to 400 users at once. The platform currently supports text-chat and voice-to-text 
dialog, and can share media such as images, videos, spreadsheets, or webpages, to all 
participants.

2.4.1 Groupwise estimation study

In a 2023 study, researchers replicated a classic CI experiment in which large 
groups were asked to estimate the number of gumballs in a jar [1]. Groups of approxi-
mately 240 participants were tested in three scenarios: (i) as individuals filling out 
a survey, (ii) as aggregated estimates across surveys, and (iii) as a “conversational 
swarm” using a CSI platform (Thinkscape) that partitioned the 240 participants into 
47 subgroups of five or six human members and a single Surrogate Agent. The results 
showed CSI groups had an average estimation error of 12% which was significantly 
more accurate than the average individual (55% error) and the traditional CI aggrega-
tion method (25% error).

2.4.2 Collective IQ study

In a 2024 study conducted by researchers at Carnegie Mellon University and 
Unanimous AI, groups of 35 participants were given standardized IQ tests using 
the Thinkscape CSI platform. The results showed that groups using CSI could hold 
thoughtful deliberative conversations to collectively efficiently answer the IQ ques-
tions. The test groups using CSI scored an average IQ in the 97th percentile (IQ = 128). 
As shown in Figure 4, this score significantly outperformed the median individual 
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in each group (IQ = 100) and significantly outperformed a traditional aggregation-
based CI method (IQ = 115) [10].

2.4.3 Large-scale brainstorming study

In another study conducted by researchers at Unanimous AI and Carnegie Mellon, 
groups of 75 participants were given a standardized brainstorming test known as an 
Alternative Use Task (AUT). Specifically, participants were asked to collaboratively 
brainstorm ideas for unconventional uses of common objects with the goal of allow-
ing a surplus of those objects to be sold by a fictional company. Groups were tested 
in two scenarios: (a) by holding a real-time conversation in a single large chat room 
similar to Microsoft Teams or Google Chat or (b) by holding a real-time conversation 
using the Thinkscape CSI platform described above.

All participants were required to brainstorm using each of two test scenarios. 
Participants were then asked to compare their experiences. The results showed that 
participants greatly preferred brainstorming using CSI, with a significant majority 
reporting that the brainstorming process was more productive, more collaborative, and 
surfaced better solutions when using CSI. In addition, a significant majority of brain-
storming participants reported feeling more heard and feeling more ownership when 
using CSI [41].

3. �Hybrid conversational swarm intelligence (HyCSI)

3.1 Enabling hybrid conversational groups of humans and AI agents

Thus far we have reviewed how CSI enables large human groups to hold produc-
tive conversations at scale and can amplify collective intelligence. The next step 
toward unlocking the potential of Collective Superintelligence is to bring additional 
AI agents into the CSI architecture. The goal is not to replace human stakeholders, 

Figure 4. 
Results of collective IQ Test study comparing CSI to traditional methods.
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but for AI to serve a supporting role by providing each subgroup with relevant factual 
information, analytical insights, and logical arguments for consideration during their 
deliberations.

To achieve these goals, a new type of AI agent was developed for inclusion in 
the CSI model. Referred to as a “Contributor Agent,” the functionality is aimed at 
observing each local deliberation in real-time and assessing if and when factual, 
analytical, or logical information should be expressed that (a) has not yet been dis-
cussed in that subgroup, and (b) is likely to be relevant and helpful to the ongoing 
discussion, either by supporting or disputing an idea or alternative that is currently 
being debated.

Figure 5 shows an example Hybrid CSI (HyCSI) architecture in which each of 
the parallel subgroups contains six or seven human members and is supported by one 
Surrogate Agent and one Contributor Agent. Although only one is shown, CSI can use 
multiple Contributor Agents to support each local subgroup. This can be valuable if 
each of the supporting Contributor Agents provides information, expertise, or insight 
from a different perspective. In addition, CSI can be structured as a hierarchy of 
increasingly larger subgroups (i.e., swarms of swarms) for mass scaling purposes [42].

It is important to stress the benefit of deploying an independent Contributor 
Agent in each of the parallel local subgroups in the Hybrid CSI structure. Referring 
back to Figure 5 below, the example shows 14 parallel subgroups, each supported by a 
separate Contributor Agent that provides distinct information to its subgroup that is 
unique in content, timing, and expression as compared to the Contributor Agents in 
other groups. This provides factual diversity across subgroups, enabling the population 
to consider a wide range of details in parallel, with the most impactful factual content 
likely gaining support by spreading between subgroups while the least valuable 
content fades away.

This ensures that contributions by AI agents, like the contributions of human 
members, propagate based on deliberative value. This leverages the informational 
power of AI agents but maintains human control over the deliberative process.

Figure 5. 
A hybrid CSI structure is shown with human members and contributor AI agents.
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3.2 Validation of hybrid CSI

In 2024, researchers published the first studies in which hybrid groups of human 
stakeholders and Contributor Agents deliberated together in real-time. As described 
below, the studies evaluated the usefulness of Contributor Agents designed to provide 
factual information during groupwise decision-making tasks.

3.2.1 Hybrid decision-making study

In a 2024 study of Hybrid Conversational Swarm Intelligence, networked groups 
of twenty-give sports fans were tasked with deliberating to collaboratively field 
Fantasy Baseball teams for competition in a public daily fantasy contest [16]. While 
fantasy sports may seem frivolous, it is a good model for organizational decision-
making because it requires subject-matter expertise, probabilistic forecasting skills, and 
the ability to strategically allocate funds. That’s because each 25-person group was given 
a fixed payroll to spend on multiple players.

The experiment was run weekly for 10 consecutive weeks and scored using 
standard fantasy baseball rules. Using the online CSI platform called Thinkscape, the 
25 person groups were automatically split into five subgroups, each containing five 
human members, one Surrogate Agent, and one Contributor Agent. The contributor 
agents were specifically designed to provide factual information about Major League 
Baseball, including relevant statistics about various players and teams [16].

The results showed that 25-person groups using CSI amplified their performance 
to the 73rd percentile (among members who averaged in the 50th percentile). More 
importantly, when asked to assess the usefulness of the Contributor Agents (called 
Infobots in the study), 87% of participants supported the statement: “Our decisions were 
stronger because of information provided by the Infobot.”

4. �Enabling video deliberations at unlimited scale

In the pursuit of Collective Superintelligence, the natural next step for CSI plat-
forms is to expand from real-time text and voice to real-time videoconferencing. In 
addition, innovative methods are needed for enabling asynchronous engagement as 
it becomes logistically more difficult to gather groups simultaneously at larger and 
larger scale.

4.1 Can CSI enable videoconferencing at massive scales?

To enable productive video conversations at very large scale, a next-generation 
CSI architecture has been developed in which large groups are divided into parallel 
video-conferencing subgroups, each of which is provided with a Surrogate Agent 
that appears as an embodied participant (i.e., as an animated avatar.) As shown in 
Figure 6 below, the animated avatar performs the surrogate functions described in 
Section 2.3 above by receiving insights extracted from other local groups and express-
ing those insights as natural dialog within its own group. This weaves all of the local 
deliberations together into a unified conversation, enabling the full population to 
collectively discuss issues, debate alternatives, brainstorm ideas, prioritize options, 
and converge on groupwise solutions.
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While the above figure shows a real-time video conference among 36 individuals, 
the same structure can be used for hundreds or thousands of participants. Also, hier-
archical structures for CSI have been developed (i.e. swarms of swarms) that enable 
scaling at much larger group sizes. Also, one or more Contributor Agents can be 
added to each local room as additional avatars to bring relevant informational content 
into the group dialogs as discussed in Section 3.1 above. In this way, very large groups 
of human participants and AI agents can deliberate in large-scale video conversations 
in which they discuss issues, brainstorm ideas, debate alternatives and converge on 
solutions that maximize their collective conviction.

4.2 Can CSI support asynchronous participation?

By definition, groupwise conversational deliberation is a synchronous social 
experience in which the participants have the opportunity to react to points made by 
colleagues as they emerge, enabling groups to build upon each other’s ideas, debate 
supporting or opposing arguments in real-time, and consider a wide variety of opin-
ions, perspectives and rationales as they debate issues. That said, synchrony imposes 
significant logistical constraints upon teams as it requires large groups to coordinate 
specific times for deliberative activities. This can be challenging for groups that span 
diverse geographies, workflows, and time-zones.

For these reasons, asynchronous tools like polls, surveys, forums, and prediction 
markets have logistical strengths vs. synchronous methods. Unfortunately, those 
logistical strengths often come with significant limitations that hinder collective 
intelligence and hamper authentic cross-pollination of insights. As described in 
Section 1.2 above, when ideas and arguments are contributed sequentially in forums, 
prediction markets, and other tools that engage participants over time, temporal bias 
and social influence bias can significantly amplify noise and distort outcomes. This 
is because ideas expressed early in an asynchronous process can get overweighted 
consideration, not because of their merits but because of their timing. In addition, 
ideas that receive early support by an asynchronous upvote become more likely to 
receive additional upvotes.

Such “momentum” effects in forums and markets hinder collective intelligence. 
In a well-known study conducted at MIT, Hebrew University, and NYU, researchers 

Figure 6. 
Example CSI architecture for real-time video-conferencing among 36 people.
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studied the impact of a random first upvote on online forums and found that it 
increased the likelihood of future positive ratings by 32% and caused herding effects 
that distorted the final ratings by 25% [12]. We can infer similar temporal herding 
effects in asynchronous messaging tools.

In addition, asynchronous messaging platforms like Slack, Discord, and Microsoft 
Teams have been found to overwhelm collaborating members due to the frequent 
notifications and interruptions, and the pressure of growing backlogs of messages, 
leading to stress and reduced productivity [43–46]. In addition, the growing backlog 
of sequential messages in platforms like Slack can cause their own temporal biasing 
effects and can drive uneven participation that distorts outcomes [47].

This begs the question – Can we combine the deliberative benefits of real-time conver-
sation with the logistical benefits of asynchronous engagement? One solution that lever-
ages the innovations of CSI is to enable later participants to engage with Surrogate 
Agents that represent the perspectives of earlier participants [48]. To enable this 
without temporal biasing or social biasing, the CSI architecture can be structured to 
enable sequential batches of members who participate synchronously and introduce 
time-based Surrogate Agents that represent views and opinions surfaced in prior 
batches. This is shown schematically in Figure 7 below.

The example above shows a first networked human group of 100 participants 
holding a real-time conversation using a CSI structure that divides them into 14 
subgroups interconnected by Surrogate Agents to form a unified deliberation. Then, 
at a future moment in time, a second batch of 100 participants engage in a synchro-
nous conversation, also shown as 14 subgroups woven together by Surrogate Agents. 
In addition, each subgroup in the second batch has a second Surrogate Agent that 
represents ideas, views, and perspectives that were surfaced in the first batch. As 
shown, any number of additional batches can be conducted over time with Surrogate 
Agents added that represent all prior batches. In this way, the conversation is woven 
together over time but is done at sufficient parallel scale to avoid momentum effects 
(i.e. herding) that distorts forums, markets, and other traditional asynchronous col-
laboration methods.

In addition, it should be noted that at each stage in the process, the CSI structure 
can also include Contributor Agents that bring informational content into the delib-
erations, thereby enabling groups of human members and AI agents to collaborate 
conversationally in real-time batches, combining their collective insights asynchro-
nously over time.

In addition, if we ensure that “seed population” (i.e. first batch) is large enough, 
the subsequent batches can be relatively small and still avoid temporal biasing and 
social biasing impacts. In fact, the subsequent batches could be scaled down to single 

Figure 7. 
Example CSI architecture semi-synchronous deliberations at unlimited scale.
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deliberative groups (e.g., 4–7 people) or could be scaled down further to a single indi-
vidual engaging with one or more Surrogate Agents. These options for asynchronous 
engagement over time are illustrated in Figure 8 below.

To avoid the traditional problems of asynchronous engagement a sufficiently 
large seed population is recommended in the first batch [49]. That said, once a large 
enough deliberation has occurred, single individuals can engage directly with a single 
Surrogate Agent that represents the views, opinions, and or perspectives surfaced in 
prior deliberations. Such a Pluribus Agent is a personified embodiment of the collec-
tive intelligence at that moment in time. A single individual can therefore interview 
this emergent collective intelligence, or even argue with it, by holding a real-time 
interactive conversation with an animated Pluribus Avatar that represents the prior 
deliberations.

In addition, if the population of prior participants is large enough, and if the prior 
deliberations included Contributor Agents that bring the informational and analytical 
power of AI into the conversations, the Pluribus Avatar could be a real-time representa-
tion of a Collective Superintelligence that can outperform all members, both human 
and AI, when solving complex real-world problems that require human oversight [40].

4.3 Why enable hybrid collective superintelligence?

As outlined above, the goal of Collective Superintelligence is to enable large 
human groups to collaboratively solve complex open-ended problems at intelligence 
levels that exceed all participating members. This would offer significant value for 
organizations, enabling teams of potentially any size to leverage their collective 
knowledge, wisdom, insights and expertise to quickly address critical issues. Such 
abilities would be particularly useful for tackling multifaceted problems that require 
input from a diverse range of disciplines and specialties and a broad spectrum of 
situational awareness.

In addition, there is a larger moral imperative for the pursuit of Collective 
Superintelligence stemming from the rapid advancement of AI systems. Many 
researchers expect AI agents will soon be widely deployed within organizations that 
can solve expert-level problems at speed, accuracy, and intelligence levels that surpass 
the abilities of most human employees [50–52]. Whether or not these AI agents 
achieve the definition of Artificial General Intelligence (AGI), when AI systems do 
reach a perceived state of “Cognitive Supremacy” with respect to human stakeholders, 
we could see a growing tendency for organizational managers to defer important 
decisions to automated agents under the assumption that AI systems have deeper 

Figure 8. 
Example CSI architecture semi-synchronous deliberations at various subsequent scales.
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knowledge and stronger analytical skills [40]. This would be a dangerous direction 
for governance at all levels of management, as many critical decisions require not just 
sufficient knowledge and analytical prowess, but human values, morals, interests and 
sensibilities [53].

Thus, by enabling large human groups to form real-time deliberative systems 
in collaboration with AI agents, we may be able to foster a hybrid Collective 
Superintelligence that can solve complex organizational problems at intelligence 
levels that exceed all participants, both human and AI. In addition, such systems 
could help ensure that human values and societal interests remain inherent to the 
deliberative process.

4.4 What are the risks of hybrid collective superintelligence?

While CSI has potential to enable human deliberations at unlimited scale and to 
significantly amplify collective intelligence, we must consider the potential risks of 
enabling Surrogate Agents and Contributor Agents to participate within groupwise 
conversations. A significant risk of all human-AI interactions is the current tendency 
of participants to perceive information provided by AI agents as more authoritative 
or accurate than content from human members [54, 55]. This is sometimes referred to 
as “AI authority bias” and it can distort how humans reach decisions, form subjective 
judgments, or make forward-looking predictions.

To counter this effect within CSI and HyCSI systems, effort should be made to 
ensure that participants do not view the AI agents as authority figures within the 
groupwise deliberation. This means not giving the AI agents a “facilitator” or “mod-
erator” role but instead designing the agents to contribute content using similar 
conversational tone, phrasing, and confidence as human participants [42].

In addition, it is important to remind human participants that the contributions made 
by Surrogate Agents in each local dialog were not formulated independently by an AI sys-
tem but were derived based on real-time human discussions in other subgroups. In this 
way, the human participants are more likely to view the AI contributions with the same 
skepticism they would have if the comment had come directly from human members of 
the group. These reminders have been implemented in CSI systems in two ways:

First, the AI agents are generally designed to provide an “attribution indicator” 
next to their comments. These indicators inform participants of the subgroup(s) from 
which their comments were derived. In addition, CSI systems provide human partici-
pants with a graphical representation of the CSI network and the AI messages that are 
passed among subgroups. Such graphical reminders help ensure the human partici-
pants do not forget that the Surrogate Agents are sharing content between groups and 
not offering their own AI-generated opinions or perspectives. An example of such a 
graphical representation is shown below in Figure 9.

The figure above depicts a group of 102 participants broken into 21 small sub-
groups and uses animated “AI” icons to represent the real-time passing of ideas, 
arguments, counter arguments, and other content between subgroups. In addition, 
“connection traces” are left behind by the AI icons as they pass between groups, show-
ing the growing network of connections during deliberations. These visual indicators 
remind the human participants that their group’s conversation is deeply connected to 
the network of other groups and that the agents are acting as surrogates that merely 
share content between and among participants.

Beyond countering authority bias, additional protections should be put in place 
to ensure AI agents are not deliberately influencing or manipulating participants. 
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Often referred to as the AI Manipulation Problem, the danger is that AI agents could 
be deployed with super-human persuasive abilities [56]. This risk is present in all 
AI systems that use conversational agents and should be addressed through policy 
protections. In the absence of policy, the recommended solution is transparency that 
enables stakeholders to audit the AI contributions so they can ensure that AI agents 
accurately and objectively represented the views of subgroups [57]. These auditing 
abilities are currently present in CSI platforms and should be maintained.

5. �Conclusions and future work

Conversational Swarm Intelligence (CSI) and its hybrid variant (HyCSI), offer a 
unique opportunity to enable real-time communication, collaboration, and collective 
problem-solving at unprecedented scales. This could provide significant value to large 
organizations that currently have no methods for conducting real-time conversational 
deliberations among large functional and cross-functional teams.

Future research should expand validation studies to diverse real-world applica-
tions, including strategic planning, organizational decision-making, policy delibera-
tions, collaborative forecasting, civic engagement and deliberative democracy. In 
addition, studies should expand the size of collaborating groups from hundreds to 
many thousands of simultaneous members and assess the deliberative efficiency, 
decision-making effectiveness, analytical accuracy, and collective intelligence 
amplification.

In addition, future research should explore the logistical constraints caused by 
synchronous deliberations in real-world organizations and study the effectiveness 
of asynchronous CSI methods that employ Surrogate Agents to pass insights from 
subsequent individuals or subgroups to future individuals or subgroups as described 
in Section 4.2 above.

Also, future work should refine the abilities of Contributor Agents to provide 
domain-specific informational support while ensuring that human stakeholders 

Figure 9. 
Snapshot of animated “Deliberation Visualizer” in Thinkscape.ai CSI platform.
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maintain control over the deliberative process. Future work should also explore the 
ethical implications of large-scale hybrid deliberations among human members and 
AI agents, and work to protect human agency and autonomy.

And finally, research should explore the ability of CSI to enable large groups of 
humans and artificial agents to collaboratively solve problems at intelligence levels 
that exceed all individual members, both human and AI. This could enable large 
hybrid groups function as a Collective Superintelligence that inherently keeps human 
values, morals, interests, and sensibilities inherently in the loop.

© 2025 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms of 
the Creative Commons Attribution License (http://creativecommons.org/licenses/by/4.0), 
which permits unrestricted use, distribution, and reproduction in any medium, provided 
the original work is properly cited. 
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